




6 Optimal Detection for Additive Noise Channels: 1-

D Case

Definition 6.1. Detection Problem: Consider the problem of detecting
the scalar message S in the presence of additive noise N . The received signal
R is given by

R = S +N.

A detector uses R to predict the value of S. The predicted value is called
Ŝ. Because the detector works on R, it is a function of R and hence we may
write the detector as ŝ(·) and write its output, which is the detected value,
as ŝ(R).

Definition 6.2. Probability of Error: The goal of a detector is to produce
ŝ(R) that is the same as S. However, due to corruption by the noise N ,
this is not always possible. To measure the performance of a detector, we
consider its probability of error:

P (E) = P [ŝ(R) 6= S] .

Our goal is to theoretically predict the probability of error for a given de-
tector ŝ(·). Because s is a symbol, the probability of error is also referred
to as the symbol error probability.

Definition 6.3. Another type of error probability is the bit error proba-
bility. This error probability is denoted by Pb and is the error probability
in transmission of a single bit.

Determining the bit error probability in general requires detailed knowl-
edge of how different bit sequences are mapped to signal points. Therefore,
in general finding the bit error probability is not easy unless the constella-
tion exhibits certain symmetry properties to make the derivation of the bit
error probability easy.

6.4. Gaussian Noise: We assume that the noise N is Gaussian with mean
0 and standard deviation σN . This implies that

fN(n) =
1√

2πσN
e
− 1

2

(
n
σN

)2
.
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Definition 6.5. In general, a Gaussian (normal) random variable X
with mean m and standard deviation σ is characterized by its probability
density function (PDF):

fX(x) =
1√
2πσ

e−
1
2(

x−m
σ )

2

.

To talk about such X, we usually write X ∼ N (m,σ2). Probability involv-
ing X can be evaluated by

P [X ∈ A] =

∫
A

fX(x)dx.

In particular,

P [X ∈ [a, b]] =

∫ b

a

fX(x)dx = FX(b)− FX(a)

where FX(x) =
∫ x
−∞ fX(t)dt is called the cumulative distribution function

(CDF) of X.
We usually express probability involving Gaussian random variable via

the Q function which is defined by

Q (z) =

∞∫
z

1√
2π
e−

x2

2 dx.

Note that Q(z) is the same as P [S > z] where S ∼ N (0, 1); that is Q (z)
is the probability of the “tail” of N (0, 1).
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Figure 8: Q-function

It can be shown that
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• Q is a decreasing function

• Q (0) = 1
2

• Q (−z) = 1−Q (z)

• For X ∼ N (m,σ2),

P [X > c] = Q

(
c−m
σ

)
.

6.6. Alphabet Set and Prior Probability: We will assume that S is
(randomly) selected from an alphabet set S with probability mass function
(PMF)

ps = pS(s) = P [S = s] for s ∈ S.
These probabilities are often referred to as the prior probabilities.

Example 6.7. For bipolar 1-D transmission, S = {−s0, s0} for some posi-
tive s0.

6.8. Optimal Detector: The optimal detection rule is the one that upon ob-
servingR = r decides in favor of the message s that maximizes P [S = s|R = r].
In other words,

ŝ(r) = arg max
s∈S

P [S = s|R = r] . (9)

Definition 6.9. The detector defined by (9) is known as the maximum
a posteriori probability (MAP) detector. Note that the MAP detector
can be simplified to

ŝMAP (r) = arg max
s∈S

psfR|S (r |s) (10)
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6.10. In the case where the messages are equiprobable a priori, the optimal
detection rule in (10) reduces to

ŝML (r) = arg max
s∈S

fR|S (r |s) (11)

Definition 6.11. The term fR|S (r |s) in (11) is called the likelihood (or
likelihood function) of message s, and the detector given by (11) is called
the maximum-likelihood detector or ML detector.

• Note that the ML detector is not an optimal detector unless the mes-
sages are equiprobable.

• The ML detector, however, is a very popular detector since in many
cases having exact information about message probabilities is difficult.

6.12. For additive noise channel where R = S +N and S |= N ,

fR|S (r |s) = fN (r − s) .
Therefore,

ŝMAP (r) = arg max
s∈S

psfN (r − s) (12)

and
ŝML (r) = arg max

s∈S
fN (r − s) . (13)

6.13. For additive noise channel where R = S + N , S |= N , and N ∼
N (0, σ2)

ŝMAP (r) = arg max
s∈S

(
2σ2

N ln ps − (r − s)2
)

= arg max
s∈S

(
σ2
N ln ps −

Es
2

+ s · r
)
,
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and
ŝML (r) = arg min

s∈S
(r − s)2 = arg min

s∈S
d (r, s) .

Example 6.14. In a binary antipodal signaling scheme, the message S is
randomly selected from the alphabet set S = {3,−3} with p−3 = P [S = −3] =
0.3 and p3 = P [S = 3] = 0.7. The message is corrupted by an independent
additive noise N ∼ N (0, 2). Find the MAP detector ŝMAP (r) and the cor-
responding error probability.

31






